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Presenter
Presentation Notes
This presentation was created for the inaugural VRTGO VR Developer Day 2016, at the Northern Design Centre, Gateshead, UK. For more information on VRTGO events, please visit: http://vrtgo.co.uk/In this presentation, I’ll be talking about some practical advice for developers looking to design User Interfaces (UI) for their Virtual Reality (VR) games or experiences.



Presenter
Presentation Notes
I’m Dan Gilmore, Lead UI / UX designer at Atomhawk Design.Atomhawk is a digital art and design agency providing concept art, marketing art, user interface design and more, predominantly to the entertainment industry. We were founded in 2009 and have had the pleasure of contributing our work to dozens of number one video games across all platforms.
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Presentation Notes
CCP’s EVE: Valkyrie is pushing the limits of what a VR game can achieve – a truly AAA experience in VR. We worked with CCP for over ten months helping them develop their front end UI and in-game Heads Up Display (HUD). Valkyrie is a key launch title for the Oculus Rift and will be bundled with every pre-order of the headset.(You can find out more about Valkyrie here: https://www.evevalkyrie.com/)
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Presentation Notes
We designed an exciting VR experience for the Sage Gateshead, the North East’s premier music venue, which re-imagined the interior of the Sage as stylised virtual environment filled with light and sound. Working with development partner Mbryonic (http://www.mbryonic.com/), we created a cross-platform VR experience that can be enjoyed on iPad, web and on numerous Head Mounted Displays (HMDs). 
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We also worked with Sony Cambridge on the front end UI for their upcoming arena shooter; Rigs: Mechanized Combat League – a key launch title for the Playstation VR.(You can find out more about Rigs: Mechanized Combat League here: https://www.playstation.com/en-gb/games/rigs-mechanized-combat-league-ps4/)
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Presentation Notes
Anyone who has experienced VR knows that VR experiences are radically different from the ones we get through traditional screens – you’re immediately present in a new location, not just looking at it through a monitor or a TV screen… 
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Presentation Notes
...so although we might be really familiar with how to design UI for a traditional screen-based game or experience, it’s no surprise that some of those practices don’t translate well in to VR. Rather than dwell on what doesn’t work, let’s dive in to some practical advice on what does.What is unique to VR that can help us design the new interaction language, the new paradigms through which people use our virtual worlds? Well...
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Presentation Notes
VR offers a host of new and novel input methods – the primary one you can rely on is tracking the user’s head rotation and, therefore, where the user is pointing their gaze. This is a new input method that is common to all VR headsets and therefore it’s a great input to use in your VRUI.Many HMD’s are also being paired with controllers that track the positions of the hands, like the Oculus touch or HTC Vive’s controllers. These allow users to directly manipulate objects, including UI, within the VR world with an astonishing level of accuracy.Then there are other ways to track the hands, or even the whole body; systems like the Leapmotion or Kinect. These work well for natural gestures and remove the need for users to familiarize themselves with controllers, but they’re also among the most uncommon forms of input for current VR experiences.And perhaps we’ll see other exotic forms of input, like omnidirectional treadmills that allow you to truly walk in VR, become more common in the future… who knows how that might affect our interaction with VR.
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Presentation Notes
VR also uniquely offers an unprecedented sense of depth by making great use of our binocular vision.Most people are able to accurately assess depth (within roughly arms length), and that can be used to our advantage – we can place UI elements at different depths as a way of encoding heirarchy, importance or even for tracking values as they fluctuate such as health, ammunition etc.



EVE: VALKYRIE - CCP
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Presentation Notes
In Valkyrie, notice how the resource bars for the capacitor (left) and velocity (right) are angled towards the nose of the cockpit, rather than being on a plane in front of the player.



Presenter
Presentation Notes
VR also offers us more physical space around the player to put things, which can easily be accessed by turning / looking in different directions.In a traditional screen based game, you wouldn’t put information out of a user’s immediate line of sight, but in VR asking someone to glance down is no big deal – it’s quite a natural motion that we do all the time in other situations like checking a phone, reading a book or tuning the radio in your car.
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First up is field of view – we’re all familiar with that visual sensory overtake that VR provides, filling your visual awareness edge to edge….
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The FOV of all good VR headsets fills your vision out to the sides and top to bottom by warping the pixels on its display with a mixture of finely tuned optics and clever distortion of the rendered image, but because of this not all of your vision is filled by equal resolution. Resolution is greatest in the centre of our vision and less resolved towards the edges. This is no accident when we look at the way human vision works...
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…not all areas of human vision are equally good at receiving all types of information. The centre of your vision is best at perceiving and resolving fine detail, such as texture, pattern, text etc.Peripheral vision is most sensitive to motion / changes in contrast. 
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The extra space in VR makes it tempting to put UI elements towards the edges of a users vision, or to make things like text fill large areas, but both of these approaches lead to some pretty unusable UIs.Whilst it’s true that larger text does help with readability in VR, the real trick is in keeping cohesive areas of information small enough that they can occupy the area of the users foveal vision, so the user is able to resolve it all at once. Large paragraphs of text require users to move their heads left and right just to read something they should ideally be able to scan over in one glance.
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Equally, the orientation of the content makes a difference to its legibility…Flat screens work well for small areas of content, but for large areas it’s better to curve the content so it’s always equidistant from the user’s head. As they pan left and right to take it all in, it’s all at the same distance from the user, making it easier to resolve. 
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Next up is head tracking – that signature element of VR.
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Presentation Notes
Head tracking is a powerful tool for making sure that users see the information that they need, but it needs to be approached with sensitivity. It’s not always appropriate to attach UI elements to the users head position…
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...although films tell us otherwise I can guarantee that Iron Man’s HUD, which seems to sit only a couple of inches from his face, is blisteringly cool but totally unrealistic. Through numerous experiments we found that elements that are ‘pinned’ to the users head (i.e. they appear to move in sync with the head, like being drawn on the inside of a helmet’s visor) can, at the very best, be annoying, at the worst, cause users to feel incredibly claustrophobic.



UNITY ‘VR SAMPLES’
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A better approach is to take a certain aspect of the user’s head position and use that – in this example, the rings that the ship passes through are oriented in the world according to the design of the level, but the ring of information around the ship follows the ship’s position but orients its rotation towards the user. The user can always see the information they need about their remaining time, score and health, but only by virtue of looking at the ship – the main focus of the gameplay.



UNITY GUI SYSTEM IN VR UI 
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In this Unity example, the circular cursor on the lefthand screen tracks the user’s gaze, but it is projected out to the depth of, and aligned to, the surface on which it rests. This makes it feel as though its part of the world, rather than a UI element attached to the users face.



LEAPMOTION UI DEMO
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And here’s a great example of not using head tracking at all! Since the UI is attached to the user’s hand, they’re easily able to adjust the orientation of the UI to suit their needs. It’s not attached to the head, but it can’t fail to be correctly oriented since the user has that control.
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Whilst the resolution of HMDs is improving constantly, the way they distort the pixels on their displays to fill our vision leaves the effective resolution relatively low. Because of this, text and thin lines are harder to resolve... In light of this, can you use icons to convey more information?



PORTAL - VALVE
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Presentation Notes
Portal is a great example of this – at the start of each level is a clear set of icons that outlines some of the moves, objectives and dangers present within the level. They effectively communicate* to the player without the need for accompanying text. (*Except the cake icon. The cake is a lie.)
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In Tiltbrush’s interface, icons are used for the selection of different tools – this allows for a compact grid of icons that the user can take in all at once. These icons are supported by text to help unfamiliar users – when the icon is highlighted, the panel name and tool name appear to the right of the panel.
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Animation is another good tool for VRUI, taking advantage of the sensitivity of peripheral vision to motion to direct users attention to other areas of the virtual space.



SIEMENS TRADESHOW EXPERIENCE
MASTERS OF PIE
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In this example from a Siemens Tradeshow Experience, an animated line appears to direct users attention towards the next piece of information. 
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I mentioned some of the resolution limitations of VR, and contextual UI elements can help in cases where the UI has to contain a lot of information density.



SIEMENS TRADESHOW EXPERIENCE
MASTERS OF PIE
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Another example from the Siemens Tradeshow Experience; notice how additional information only appears when the user looks at a specific point. 
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The next point is one I want to expand on in quite a bit of detail...



Fagerholt, Lorentzon (2009) 
"Beyond the HUD - User Interfaces for Increased Player Immersion in FPS Games"
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In traditional screen based experiences, UI can be classified in to four major categories – I’ll cover each one in some detail; what it means in a traditional sense and how it can be applied to VR.
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By far the most common form of UI is non-diegetic. Diegetic refers to whether or not the element lives within the game world; put another way, is the element something that the characters of the game are able to see?Non-diegetic UI is often presented as an overlay of information – it’s for the benefit of the player only...



WOLFENSTEIN 3D
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...This type of UI has been with us from some of the earliest games because it makes it easy to convey information in a readable way...



DISHONORED – ARKANE STUDIOS
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...and it’s persisted to this day, found in most modern games.
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Non-diegetic UI elements are really useful for conveying information that is not easy to incorporate in to the game world or rationalise as part of the narrative.Take the Wolfenstein screen I showed – there’s no story reason why the character should be keeping a score of who he’s killed.. Non-diegetic UI clearly exposes the experience as a game – as a piece of software we’re interacting with through an artificial layer – but in VR, we want to maintain a sense of immersion, we want people to believe they’re really in this virtual space.That brings us to...
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...Diegetic UI. Diegetic UI is fully-realised as part of the game world and its narrative. It exists for the benefit of the character, and in a VR context, the user. 



METRO 2033 – 4A GAMES
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A great example of this is the UI in Metro 2033. The developer went to great lengths to make all the information necessary to play the game part of the game world. 



DEAD SPACE – VISCERAL GAMES
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Dead Space is another great example. Because of the sci-fi setting of the game, the UI can take on a projected, holographic look, whilst still being part of the story and game world.Keen-eyed among you will also notice there is information presented on the back of the characters suit – this is essential information for us, but also makes sense in the context of the game.



ALIEN ISOLATION – CREATIVE ASSEMBLY
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In Alien Isolation, the UI of the scanner is shown as being on a physical device, bringing a deeper sense of realism and believability to the experience...
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...but it’s worth noting that diegesis doesn’t automatically result in believability, and it doesn’t need to in order to be classed as such.Diegesis is more about rationale - does the UI make sense within the game world, rather than exposing it as ‘fake’?



DARKNET – E. McNEILL
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Take Darknet as an example. The UI is presented as floating elements, ones that clearly expose the ‘software’ nature of the UI – but in the context of a game where you’re in cyberspace, doing hacking, then it makes total sense.
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Diegetic UI elements are more suited to VR because they preserve the sense of immersion, but because they’re embedded within the world and the narrative, they need early and careful consideration.
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The other two categories are a little more tricky for VR.In its original terminology, spatial UI elements are ones that exist within the 3D space of the game, but aren’t part of the world or story. Something like a waypoint floating in the distance. But this only makes sense when you consider spatial UI in contrast to 2D UI... In VR, nothing is not “within the 3D space of the game”.So I’m taking some creative licence – In the context of VR, I propose we think about ways in which to encode information in to the environment. A great example of of that would be...



MIRROR’S EDGE – EA DICE
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...Mirror’s Edge. Interactive objects aren’t called out with UI prompts, instead they’re given very distinct colours or high contrast in order to make them stand out.
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This method of encoding more information in to the environment challenges players to be more aware of their surroundings, and that’s beneficial for VR since it ties back to some of those unique aspects that set VR apart from traditional screen-based experieces.



Can you encode more 
information in to the world 
itself?
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Spatial elements (in a VR context) can be incorporated directly in to the world, but there is a major downside. They rely on players finding them and interpreting them correctly – there’s a danger that players might miss or misinterpret them if they’re not crystal clear.
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Lastly, I just want to touch on the importance of refinement and testing...
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...I can’t stress enough how important continual refinement is, in line with testing and feedback. Because VR content is so inherently different to traditional content, there’s a lot of stuff that we’ve established as best practice for traditional content that just doesn’t translate well in to VR. As a result, the rulebook for VRUI design is still relatively unwritten. Until it is, if you want to develop for VR you need to be aware that many of your initial ideas won’t work – be prepared to fail and learn from that to make the next attempt that much better.
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And when you’re testing, it’s important to test regularly with people who have had no exposure to VR, for a few reasons.As developers we rack up quite a lot of time in VR – over time it’s easy to get acclimatised to things that would make first time users confused, claustrophobic and downright ill. There’s a high chance that your content will be someone’s first experience with VR, and we need to do everything we can to make sure those first experiences are comfortable and enjoyable. Another good reason is that, as VR becomes more commonplace, VRgins are going to be harder and harder to find – use them while you can!
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So, to summarise – when you’re designing UI for VR, make sure you know the limitations of the platform you’re designing for, and make sure you’re taking best advantage of the things that make VR unique. I hope I’ve covered everything – if you have any more questions, or would like us to get involved in your next VRUI project, you can e-mail me at: dan.gilmore@atomhawk.com.
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Thanks for listening!
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